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Abstract—Consideration was given to the problem of identification of discrete objects which
was reduced to analytical identification of the tabular functions. By the analytical identification
is meant representation of the function of many variables defined on finite range spaces by a
general bracket formula on the basis of arbitrary binary operations. Described was a formula
generation procedure based on calculation of binary operations, order of occurrence of variables,
and places of bracket arrangement. Estimates of formula complexities were presented.
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1. INTRODUCTION

Mathematical models differing in the operators defining the relation of the characteristics of
the modeled objects find wide use in the problems of control. This operator may be differential
(difference), integral (summary), or functional (operational), as well as their combination [1, 2].
Since there are no strict approaches to the problem of selecting the type of a model, the intuition,
knowledge and experience of the researcher come to the foreground.1

Determination of the model type is followed by formulating and solving the problem of struc-
tural identification which enables one to specify the primitive conjectures and acquire additional
information about the modeled object. For the time being, there exist no formalized procedures to
select the model structure [3]. The model structure is established from the observed data and the
available a priori knowledge of the object. Here, the methods of enumeration on the given class of
models play the major part [4].

The best studied is the functional differential model [5] defined by the equations enabling one to
express the vector of object output characteristics Y in terms of its vector of input characteristics X
with allowance for a vector of internal variables (state vector) Q:

{
Y = F(X,Q, t)

Q̇ = G(X,Q, t),
(1)

where F is the vector of output functions, G is the vector of transition functions, and Q̇ is the
vector of the first derivatives with time t of the state variables.2 In the general case, the vectors
F and G are interpreted as nonlinear operators of structure defined to within the vector of state

1 By the model type is meant the assembly of equations relating the characteristics of the modeled object prior to
the introduction of the cause-effect relations (before dividing the characteristics into dependent and independent).
Such equations are exemplified by those of mechanics, heat conduction, electrodynamics, gas dynamics, quantum
physics, and so on.

2 Extraction of the object characteristics and their division into the input and output ones is an informal procedure
carried out proceeding from the general formulation of the control problem. Two approaches to determination of
the internal state variables are seen: the internal variables are defined either on the basis of the same informal
concepts or by analyzing in the course of modeling the empirical data captured by active or passive experiment.
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variables Q.3 Depending on the structure of the operators F and G, the control theory determines
models of many different kinds [6] such as static, dynamic, integral and differential, stochastic
and determinate, stationary and nonstationary, lumped and distributed, linear and nonlinear, one-
dimensional and multidimensional, inertial and inertialess, continuous and discrete, and so on.

To coordinate the established form of the model with the modeled object, solved is the following
identification problem reducible to restoration of the continuous functions of many variables from
their sampled values. The source data are acquired in this case from experiment and represented
most frequently in the tabular (matrix) form. The problem of function restoration proves to be
especially complicated if the experimental data are polluted by noise or are represented by small
samples.4

At that, the parametric methods of identification are constructed under the hypothesis of exis-
tence of a restorable dependency given to within a finite set of constants, and the nonparametric
methods realize a certain smoothing of the experimental data, the desired function itself is assumed
to be nonparametrizable, that is, it cannot be defined by a finite expansion in a set of elementary
(standard) functions [9].

Therefore, for the parametric identification, the form of the model is assumed to be given, and
in the course of observation of the object determined are the numerical model parameters for which
the calculated values of the model responses are best coordinated with the experimental data.
Despite the abundance of works on parametric identification, used are only a few approaches that
are reducible to the least-squares method, stochastic approximation, and gradient search [10, 11].

In its turn, for the nonparametric identification, the model is defined to within the functional
dependencies to be established. For the nonparametric identification, the theoretical studies either
make use of the methods seeking the desired function as an expansion into an infinite series in the
orthogonal sets of functions [12, 13] or determine the coefficients of the differential (integral, vari-
ational) equations whose solution represents the desired functional dependency [14]. To construct
these equations, however, one needs the same a priori assumptions about the properties of the
determined functions because in practice it is possible to obtain only the values of these functions
at a finite number of the points of the definition domain [15, 16].

We notice that the physical objects are usually conceived and described in continuous time and
with continuous characteristics (states). However, all methods of identification assume discrete
time and discrete values of the characteristics.5 Therefore, models with continuous and discrete
variations of states are introduced and used depending on the nature of variation of the object
state, those with continuous and discrete variation of time, depending on the time of such variation
(Table 1).6

3 Additional variables are included in Eqs. (1) to enable model adjustment. In the case at hand, it is unessential
because the state variables can be regarded as containing the adjustable model parameters (in this case, the
corresponding variables depend on the modeled object) and also the parameters of object perturbation by the
environment (in this case, the corresponding variables depend on the state of the environment).

4 This approach is allied to the classical data analysis where posed is the problem of determining a description of
the experimental data such that it enables one to determine some characteristics of the object under consideration
from the well-known values of its other characteristics [7, 8].

5 All physical objects observed in practice are finite discrete both in time and characteristics. This follows from the
fact that registration of the infinite set of the values of the object characteristics does not seem possible even in
principle.

6 In the table, the sign of plus implies the “following discrete value” and indicates to the discreteness of the variable.
For example, t+ means the following discrete time instant, and Q+, the following state vector varying discretely in
each its element, that is, the values of elements belong to some finite set (in contrast to the elements Q assuming
values on the continuous sets). In this case, Q+(t+) is interpreted as the following discrete state at the following
discrete time instant.
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Table 1. Classes of mathematical models

Time
State

Continuous Discrete

Continuous Q̇(t) = G(X(t),Q(t), t)
(continuous)

Q(t+) = G(X(t),Q(t), t)
(discrete time [17])

Discrete Q+(t) = G(X(t),Q(t), t)
(discrete state [18])

Q+(t+) = G(X(t),Q(t), t)
(discrete or automata)

The main distinction of these models lies in the fact that the time discretization and quantization
in values are used to represent the same continuous (smooth) functions. These models should be
referred to as discrete-continuous because their identification requires the best reproduction by an
envelope of the discrete sequence of some initial continuous function [19, 20]. In this case one also
needs an a priori assumption about the form of the expressed functional dependency, that is, we
again come to the problem of nonparametric identification.

However, there exists a class of identification problems that do not yield to the existing ap-
proaches based on the a priori hypotheses about the form of the considered functional dependency.
Such problems arise, in particular, at identification of the objects characterized by the lack of
assumptions about the informal interpretation of the experimental data obtained.

It seems reasonable to introduce one more type of identification called the analytical one. With
the analytical identification, determined is the expression of the identified function from its sampled
values but without a priori assumptions about its continuous original.7

In distinction to the existing methods of identification of discrete objects where the form of the
identified function is known in advance, at the analytical identification the relation between the
current state of the object and its characteristics is expressed as a formula directly representing the
experimental data with a given precision.

In terms of problem formulation, the analytical identification is allied to the methods of deriving
formulas in the finite algebras [21, 22] where the functional constructions are carried out in a
predefined basis of operations. Two methods—algebraic and spectral—dominate in this area. In
the algebraic method, a function formula is sought in the given algebra and then subjected to
identical transformations to obtain the desired formula [23]. The spectral method is based on
expanding the function into a series in some set of spectral (orthogonal) functions whose formulas
are known [25].8

However, in distinction to the methods of functional constructions, at analytical identification
the operation basis and the construction of the desired formula are not known in advance, and
the main aim of identification lies in determining compact representations of the function from its
sampled values.

The present paper considers the problem of analytical identification of the discrete objects which
was not explicitly discussed in the literature. In distinction to the similar problems of structural,

7 The fundamental difference of the analytical identification from the nonparametric identification lies in the fact that
at the nonparametric identification sought are the continuous functions that are assumed to be smooth, that is, it
is possible to predict with given accuracy their values in the neighborhood of some point of the definition domain.
At the same time, the behavior of the discrete functions describing an object at the analytical identification does
not have such feature. It is also impossible to use such fundamental notion as the passage to the limit.

8 It deserves to pay attention to the combinatorial complexity of the search of the minimal formulas in the algebraic
method [24] and overwhelming computational difficulties of the spectral method that are due to the inversion
of matrices of high dimensions [25]. To determine the inverse matrices and accelerate the discrete transform
in the latter case, the spectral basis is selected so that the matrices of the direct and inverse transform admit
factorization [26].
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nonparametric, and parametric identification, as well as functional constructions and analysis of
data, the problem of analytical identification is formulated differently. At analytical identifica-
tion, to obtain efficient mathematical models of discrete objects, construction of the formula is
determined in the course of identification, the variables and functions take on values on arbitrary
finite sets, and the best operations relating the values of variables with the values of the identified
function are calculated.

2. FORMAL PROBLEM DEFINITION

We assume that notions such as set, membership in set, subset, ordered set, Cartesian product
set, relation, function and essential dependency of function on variable need no explanation.9

The tabular representations of the object functions will be used as the semantic theory. Then,
the syntactic theory is represented by the set of formulas obtained to express these functions on the
basis of the rules for their generation and calculation that are defined in what follows. Therefore,
the developed theory is of totally formal nature.

2.1. Discrete Functions

We introduce notation for the family of sets Nk such that for k = 0 we have10 the set of natural
numbers N0 = [0, 1, 2, . . .] and for k �= 0, Nk = [0, 1, . . . , k − 1]. We assume that on the sets Nk

given are the nonstrict order relation ≤ and the equality relation = making these sets linearly
ordered.11

Definition 1. By the function dimension is meant the number of variables on which the function
depends, possibly unessentially.

Definition 2. By the significance of a function (variable) is meant the number of set elements
on which this function (variable) possesses values.

Let the discrete function f of dimension n possess values on the set Nkf and depend on the
variables X = [x0, x1, . . . , xn−1] possessing values on the sets, Nk0 ,Nk1 , . . . ,Nkn−1 , where kf is the
significance of the function f and k0, k1, . . . , kn−1 are, respectively, the meanings of the variables
x0, x1, . . . , xn−1. The set Nkf is the range space of this function, and the set Λ = N0 ×N1 × . . .×
Nn−1, where × is the symbol of the Cartesian set product, is the domain of definition. Table 2
[28, p. 383] where the corresponding values of the function are given for all or part of values of the
variables represents a form of definition of the discrete function. In this case, the maximal number
of rows in the table is equal to the product of the significances of its variables.

Table 2. Tabular form of a discrete function

x0 x1 . . . xn−1 f

0 0 . . . 0 f0
1 0 . . . 0 f1
. . . . . . . . . . . . . . .

k0 − 1 0 . . . 0 fk0−1

0 1 . . . 0 fk0

. . . . . . . . . . . . . . .
k0 − 1 k1 − 1 . . . kn − 1 fm−1

9 Definitions of the aforementioned basic notions can be found, for example, in [27, 28].
10 Here and below the sign of equality = is used as the equivalence relation reflecting identity (indistinguishability,

sameness) of the compared elements. The sign ≡ is used in turn to express an equivalence relation only in a given
sense. Stated differently, two equal elements are always equivalent, but there may be unequal equivalent elements.

11 In distinction to the unordered set denoted using the parentheses, the ordered set (sequence, vector, matrix) is
expressed by a bracketed list of the symbols of elements. The symbols of elements are separated in the set by
comma which may be omitted if this does not give rise to an ambiguous interpretation.
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Definition 3. By the representation of the function f of the significance kf and dimension n is
meant the ordered set [F K X] where F is the vector of values of a function of length m, K is the
vector of significances of the variables of length n, and X is the vector of notations (names) of the
variables12 of length n:

F = [fq | fq ∈ Nkf ; q = 0, m− 1];

K = [ki | ki ∈ N0; i = 0, n− 1];

X = [xi | i = 0, n− 1],13
(2)

for which the following condition is satisfied:

m =
n−1∏
i=0

ki.
14 (3)

Condition (3) asserts that the number of elements in the function vector F is equal to the number
of elements in the set Λ consisting of all possible vectors X of values of variables (rows of Table 2).

We establish the following one-to-one relation between the set Λ consisting ofm vectors of values
of the variables λq = [λiq| i = 0, n− 1], q ∈ Nm and the vector F:

F[x0 x1 . . . xn−1] = fq, q =
n−1∑
i=0

xi

i−1∏
j=0

kj , (4)

where the symbols of variables xi are replaced by their values λiq from the corresponding vector λq

(qth row of Table 2).15

For inverse transformation of the index of element q ∈ Nm in the vector of values of the variables
λq = [λiq | i = 0, n− 1], we use the following recurrent rule:

λiq = qi mod ki

qi+1 = qi div ki;

}
i = 0, n− 1 (5)

with the initial conditions q0 = q, where the binary operation mod is the residue of integer division
of the first operand by the second operand, and div is the integer part of this division.16

Example 1. We define the representation of a discrete function whose vector of values is ex-
pressed by the 24 decimal digits of the number π ≈3.14159265358979323846265 taken modulo
three (residues of the integer division of the digits by 3) and determine the four variables so that

12 Use of the vector of names of variables is due to the fact that at modeling of discrete objects a semantic interpretation
in the form of name is assigned to each variable. Additionally, since the discrete object is described by more than
one function, at modeling one also has to assign individual names to the variables, which allows one to identify
common variables of two or more functions.

13 The sign | employed within the brackets separates the set elements from the formalized description of the procedure
intended to list or recognize them. In its turn, the bar over a list of two elements denotes an ordered set beginning
with the first element of the list and ending with the last one.

14 Here and below we make use of the arithmetics of natural numbers with operations of addition + and multiplica-
tion · and also with their bounded quantors of sum Σ and product Π.

15 The considered one-to-one correspondence is equivalent to representation of the index of the element of the vector F
in the positional calculus with the bases defined by the vector of significances of the variables K which is expressed
as a matter of fact by (4).

16 The proof of single-valuedness of (4) and its invertibility by the recurrent rule (5) is omitted because of its triviality.
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Table 3. Example of incompletely defined discrete function

x0 x1 x2 x3 f

0 0 0 0 0
1 0 0 0 1
0 0 1 1 0
0 1 1 1 0
1 1 0 2 1
1 0 1 2 2
1 1 1 2 2

the product of their significances be equal to the length of the vector of the function.17 As the
result, we have the desired representation [F K X]:

F = [0 1 1 1 2 0 2 0 2 0 2 2 0 1 0 0 2 0 2 1 0 2 0 2];

K = [2 2 2 3];

X = [x0 x1 x2 x3]. �

Definition 4. By the incompletely defined discrete function is meant the discrete function such
that its values are given not for all vectors of values of their variables.

Example 2. Let us define an incomplete discrete function as Table 3. In this case, the table has
smaller number of rows as compared with the table of completely defined function.

Analysis of Table 3 suggests that the function has significance 3 and its variables, the significances
2, 2, 2, and 3, respectively. We make use of formulas (4) and put down the representation [F K X]
of this function:

F = [01 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ 0 ∗ 0 ∗ ∗ ∗ ∗1 ∗ 2 ∗ 2];
K = [2 2 2 3];

X = [x0 x1 x2 x3],

where the undefined values are denoted by asterisk ∗ meaning any of the possible values from the
set N3. �

Definition 5. Two representations are equivalent if they define the same discrete,—possibly,
incomplete—function.

Example 3. Let us establish the representation [F′ K′ X′] which is equivalent to the represen-
tation [F K X] of the function form Example 2. For that, we change the order of the variables
in Table 3 by permuting the columns of the variables x2 and x3. As the result, we obtain the
representation [F′ K′ X′]:

F′ = [0 1 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ 1 ∗ ∗ ∗ ∗ 0 ∗ 0 ∗ ∗ 2 ∗ 2];
K′ = [2 2 3 2];

X′ = [x0 x1 x3 x2]

defining the same discrete function because for the same values of variables the values of function
as established from the representations [F K X] and [F′ K′ X′] are equal. �
17 It deserves noting that on one vector F of length m it is possible to define a set of functions differing in the order

and significance of the variables, that is, for each representation of the number m as a product of n integers greater
than one, one can define n! functions where ! is the sign of factorial function. Stated differently, the number of
discrete functions is much greater than the number of their vectors.
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2.2. Discrete Operations

Definition 6. By the discrete operation is meant a discrete function depending essentially on its
variables.

Depending on their dimensions, we discriminate the unary (one-place), binary (two-place) and,
in the general case, r-ary (r-place) operations. If a discrete function of dimension n depends
essentially only on r of its variables, then this function should be regarded as an r-ary operation.

Since any operation is a function, to define operations the same forms can be used as to define
the discrete functions. However, for visualization the unary operations will be defined by vectors
and the binary ones, by matrices.

Definition 7. The result of application of a unary (binary) operation defined by the vector ¬
(matrix ◦)

¬ = [ci | i = 0, k0 − 1] (◦ = [cij | i = 0, k0 − 1, j = 0, k1 − 1])

to the variable a (variables a and b) is represented by the element ca(cab), that is, ¬ a = ca
(a ◦ b = cab), where k0 is the significance of the variable of the unary operation (k0 and k1 are,
respectively, the significances of the first and second variables binary operations).18

Example 4. We define the unary and binary operations, respectively, by the vector ¬ and ma-
trix ◦:

¬ =

⎡
⎢⎢⎣
1

0

2

⎤
⎥⎥⎦ , ◦ =

⎡
⎢⎢⎣
0 1

2 0

1 1

⎤
⎥⎥⎦ .

Then, the values of the unary operation ¬ can be obtained for different values of its unique
variable: ¬ 0 = 1, ¬ 1 = 0, ¬ 2 = 2. Similarly, for the binary operation ◦ , we have : 0 ◦ 0 = 0,
0 ◦ 1 = 1, 1 ◦ 0 = 2, 1 ◦ 1 = 0, 2 ◦ 0 = 1, 2 ◦ 1 = 1. �

One can readily see that with the knowledge of the values of operation for all vectors of values of
variables one can construct its representation or table. The inverse transition from a representation
of table to the vector for unary operations or matrix for binary ones is possible as well.

2.3. Composition and Decomposition

At decomposition, the function f is represented as a composition of the functions g and h0, h1, . . . ,
hu−1 having as a rule smaller dimension than f :

f(X) = g(h0(X0), h1(X1), . . . , hu−1(Xu−1)), (6)

where the functions hi depend on some subsets Xi of the set of variables X of the function f
(i = 0, u− 1), g, on u variables for which the functions hi are substituted. The functions hi
themselves also can be expressed in terms of formulas like (6) which in this case are called the
subformulas.19

Definition 8. By the formula of a discrete function is meant expression (6) relating the value of
the function with the values of its variables through a composition of some set of other (auxiliary)
functions (operations).

18 Sometimes the variable (argument) of operation is called the operand.
19 The traditional notation f(x0, x1, . . . , xn−1) or its equivalent notations f [x0, x1, . . . , xn−1] and f([x0, x1, . . . , xn−1])

will be used to denote the function f and the vector of its variables [x0, x1, . . . , xn−1].
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To determine composition (6), used are various formal systems defined as a rule by analyt-
ical constructions of the formulas generated by them such as the disjunctive, conjunctive, lit-
eral, interval, Zhegalkin, Reed–Muller, number-theoretic, polynomial, Rademacher, Walsh, Haar,
Vilenkin–Chrestenson, and other systems [29]. The main aim of the analytical construction is to
order construction of formulas and make it regular and efficient. Each analytical construction is in
essence one of the plausible schemes of decomposition within whose framework a formula expression
of the function is sought.

In practice, it is desired to construct the decomposition of a function from the variables and
operations of small-dimensionality and significance belonging to some their set or base, at that the
formula with the least number of operations is regarded as the best one.20 Proceeding from this,
we give some additional definitions that will be required in what follows.

Definition 9. Two formulas are equivalent if they express the same function.21

Definition 10. By the formula length is meant the number of operations (auxiliary functions)
involved in it.

Definition 11. By the significance of a formula is meant the number k equal to the maximal
significance of the operations (auxiliary functions) involved in it.

2.4. Analytical Design

The table of a discrete function that was obtained by observing the object parameters will be
used as the source data for its analytical identification.22 If one has to identify an object with a given
precision, then the domains of parameter definitions are decomposed into a finite number of disjoint
subdomains, and the values of the parameters are replaced by the numbers of the subdomains to
which they belong.

The problem of analytical identification of the discrete function is reduced to the analytical
design of formulas which lies in seeking an expression of the discrete function in terms of the unary
and binary operations. It is assumed that the function may be defined incompletely, and operations
may be any.

In view of the fact that the main aim of identification lies in hardware or software realiza-
tion of the model obtained on a discrete computing facility, we confine the range of significances
of the formula operations by some number k which is the significance of the designed formulas
(Definition 11).

Efficiency of formulas is estimated in terms of their lengths. At that, of two formulas of the
same function, all other things being equal, more efficient is that of smaller length, that is, smaller
number of operations.

20 The discrete computing (modeling) devices usually realize the hardwired unary and binary operations and the
operations over higher number of places, are realized by software. In particular, the C-like languages use the
ternary operation of arithmetic branching (conditional calculation) like x?y : z, and the access to the elements of
the multidimensional array F [x, y, . . . , z] may be regarded as an operation with the number of places equal to the
number of measurements of this array.

21 A formula expresses a function if the function values for all values of the variable are equal to the result of calculating
the formula for the same values of variable. We notice that the statements like “formula expresses function” and
“formula of function” are semantically equivalent.

22 The need for using functional representations to model the discrete objects is due among other things to the
deterministic and irreversible nature of the modern modeling devices. It is assumed at using them that all calculated
maps have a single resulting value, that is, are functions. The knowledge of the result does not enable one to restore
uniquely the values of variables that gave rise to this result, that is, they are irreversible functions. Moreover, all
hardwired functions are operations.
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3. ANALYTICAL CONSTRUCTIONS OF FORMULAS

The diversity of analytical constructions is due to the attempts to design efficient formulas for
constrained sets of functions. At that, a set of functions having more efficient representation as
compared with the formulas of another analytical construction can be established for each analytical
construction.

We are going to generalize the existing constructions of formulas and determine a construc-
tion having the best expressive potentialities, that is, the greatest set of effectively representable
functions. For the found construction, we present a procedure of formula design and prove its
convergence.

3.1. Analytical Construction of General Form

Let us consider an extremely general analytical construction describing the set of formulas
with unary and binary operations under an arbitrary arrangement of brackets and present it in
terms of the formal grammar23 [T, N, P, Φ] defined over some terminal alphabet T adequate for
putting down all formulas and having a nonterminal alphabet N = {Δ, X, Ξ, Θ, Φ}, as well as
the inference or production rules P like

Φ → Δ | X | ΞΦ | (ΦΘΦ), (7)

where Φ is the grammar axiom (always nonterminal symbol); → is the sign of inference (text
replacement); Δ is the terminal entry of a constant expressed by the arbitrary element Nk; X is the
terminal entry of the variable expressed by an arbitrary element X; Ξ (Θ) is the terminal entry of
a unary (binary) operation, and the vertical bar divides the right hand sides of productions (after
the sign of inference) having the same left side (before the sign of inference).24 Let us consider an
example demonstrating the main notions of the theory of formal grammars.

Example 5. Let us derive a formula described by productions (7) by successive application of
the grammar productions beginning from the axiom Φ:

Φ
4−→(ΦΘΦ)

3−→(ΞΦΘΦ)
4−→(ΞΦΘ(ΦΘΦ))

3−→(ΞΦΘ(ΞΦΘΞΦ))
2−→(ΞXΘ(ΞXΘΞX)),

where the number of production from (7) is indicated over the sign of inference. The inference is
completed when the inferred row has no entries of nonterminal symbols. After the replacement of
the entries of nonterminal symbols Ξ, X, and Θ by the terminal symbols (terms) expressing them,
we obtain the final formula

(¬ 0x0 ◦0 (¬ 1x1 ◦1 ¬ 2x2)), (8)

where ¬ i (i = 0, 2) are the symbols of the unary operations, ◦j (j = 0, 1) are the symbols of the
binary operations, xt (t = 0, 2) are the variables from X. �

It is assumed at interpretation of the inferred formulas that the unary operations have higher pri-
ority over the binary ones. To specify the inferred formulas, one needs to determine the operations
involved in them.
23 We describe the formula construction using the syntactic facilities offered by the well developed theory of formal

languages and grammars (see, for example, [30]), which enables us to use the semantic results of this theory for
informal interpretation of the properties of the designed formulas, that is, the theory of formal languages and
grammars is used as a metatheory of the theory of analytical identification under consideration.

24 One of the informal propositions of the metatheory which can be made from the form of productions (7) states
that since all formulas are generated by a context-free grammar, the considered set of formulas is resolvable, that
is, for an arbitrary sequence of brackets, constants, variables, and operations, one can establish its membership in
the set of formulas with the use of constructive means. One has to use the pushdown automaton as such facility
because the finite automaton fails to resolve this problem [31].

AUTOMATION AND REMOTE CONTROL Vol. 72 No. 7 2011



1506 VYKHOVANETS

Example 6. The operations for formula (8) are defined as the following vectors and matrices:

¬ 0 =

⎡
⎢⎢⎣
1

2

0

⎤
⎥⎥⎦ , ¬ 1 =

⎡
⎢⎢⎣
1

0

1

⎤
⎥⎥⎦ , ¬ 2 =

[
1

0

]
,

◦0 =

⎡
⎢⎢⎣
2 0 0

0 2 1

1 1 2

⎤
⎥⎥⎦ , ◦1 =

⎡
⎢⎢⎣
0 1

1 0

2 0

⎤
⎥⎥⎦ ,

(9)

where in the order of listing the significances of operations are 3, 2, 2, 3, and 3. Substitution of the
vectors and matrices from (9) to (8) provides the following formula of length 5 and significance 3:

⎡
⎢⎢⎣
1

2

0

⎤
⎥⎥⎦x0

⎡
⎢⎢⎣
2 0 0

0 2 1

1 1 2

⎤
⎥⎥⎦
⎛
⎜⎜⎝
⎡
⎢⎢⎣
1

0

1

⎤
⎥⎥⎦ x1

⎡
⎢⎢⎣
0 1

1 0

2 0

⎤
⎥⎥⎦
⎡
⎣ 1

0

⎤
⎦ x2

⎞
⎟⎟⎠ . (10)

Analysis of formula (10) shows that the variables have significances k0 = 3, k1 = 3, and k2 = 2.
The next example explains the underlined elements of the matrices and vectors in (10). �

Example 7. We demonstrate determination of the values of the function expressed by the formula
from the last example. Let λ = [0 2 1] be the vector of values of the variables X = [x0x1x2], that
is, x0 = 0, x1 = 2, x2 = 1. Then, the element ¬ 00 ◦0 (¬ 12 ◦1 ¬ 21) is the value of the considered
function. The unary operations from (9) allow us to determine the results of these operations
¬ 00 = 1, ¬ 12 = 1 and ¬ 21 = 0 which are underlined in the calculated formula (10). The results
of binary operations 1 ◦1 0 = 1 and 1 ◦0 1 = 2 (also underlined) are calculated in a similar manner.
As the result, we find that element 2 is the desired value of the function. �

3.2. Canonical Analytical Construction

Definition 12. By the canonical is meant the formula having the analytical construction25

K → Δ | ΞX | Ψ; Ψ → X | (ΨΘΨ), (11)

where Δ is the entry of constant, X is the entry of variable, Ξ(Θ) is the entry of unary (binary)
operation, and Ψ is the canonical subformula.26

Theorem 1. For any formula of general construction (7) and length l, there exists an equivalent
formula with canonical analytical construction (11) and length at most l.

Theorem 1 is proved in the Appendix. The following definition and theorem will be required in
what follows.

Definition 13. Analytical constructions are equivalent if the sets of formulas generated by them
are equal.

25 It is assumed as before that the analytical construction is defined by the formal grammar [T, N, P, K]. In what
follows, we omit the unessential details and identify the set of grammar’s productions (or its axiom) with the
analytical construction of the formula because the properties of the inferred formulas follow directly from the
productions.

26 Apart from the axiom, the set of nonterminal symbols of the grammar can comprise also other nonterminal symbols.
The parts of formula inferred from these nonterminal symbols are called the subformulas.
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Theorem 2. The canonical analytical construction (11) is equivalent to the analytical construc-
tion M:

M → Δ | ΞX | Ψ; Ψ → X | (XΘΨ) | ((XΘΨ)ΘΨ).27 (12)

Theorem 2 is proved in the Appendix.

Theorems 1 and 2 were proved for the first time. It immediately follows from them that the
canonical analytical construction is not equivalent to the general analytical construction (7) either
as (11) or as (12). This fact is evident from the proof of Theorem 1 where any formula of the
canonical analytical construction in form (11) is derived as a formula of the general analytical con-
struction. The inverse, however, is not true because the redundant entries of the unary operations
that are present in the analytical construction Φ are eliminated from the formulas of the canonical
constructions K and M. At that, the sets of functions expressed by all these constructions are
equal.

3.3. Canonization of Formulas

To reduce the general formula (7) to the canonical representation (12), we apply the procedure
used to prove Theorem 1.

Example 8. We canonize the formula from Example 6. It is found from (10) that application of
the unary operation ¬ 1 to the variable x1 is equivalent to a transformation of the binary operation ◦1
such that row 1 is taken instead of the zero row of its matrix, row 0 instead of the first row, and
row 1 is copied instead of row 2. As the result of such transformations, we obtain⎡

⎢⎢⎣
1

2

0

⎤
⎥⎥⎦ x0

⎡
⎢⎢⎣
2 0 0

0 2 1

1 1 2

⎤
⎥⎥⎦
⎛
⎜⎜⎝x1

⎡
⎢⎢⎣
1 0

0 1

1 0

⎤
⎥⎥⎦
[
1

0

]
x2

⎞
⎟⎟⎠ .

In its turn, execution of the unary operation ¬ 2 is equivalent to the permutation28 [1 0] of the
columns of the matrix of the operation ◦1,⎡

⎢⎢⎣
1

2

0

⎤
⎥⎥⎦ x0

⎡
⎢⎢⎣
2 0 0

0 2 1

1 1 2

⎤
⎥⎥⎦
⎛
⎜⎜⎝x1

⎡
⎢⎢⎣
0 1

1 0

0 1

⎤
⎥⎥⎦x2

⎞
⎟⎟⎠ .

Now, we analyze the binary operation ◦0 and find that it has significance 2. Consequently, only
the two of its first columns are used in the calculations of the next binary operation (to the left of
the brackets). Therefore, the last column may be eliminated.⎡

⎢⎢⎣
1

2

0

⎤
⎥⎥⎦ x0

⎡
⎢⎢⎣
2 0

0 2

1 1

⎤
⎥⎥⎦
⎛
⎜⎜⎝x1

⎡
⎢⎢⎣
0 1

1 0

0 1

⎤
⎥⎥⎦x2

⎞
⎟⎟⎠ .

27 A stronger assertion about the construction M is valid. It is possible to demonstrate that the construction K is
equivalent to the construction M such that in it the entry of the variable X in (XΘΨ) implies that there is no
entry of this variable in Ψ. The last fact is possible owing to the arbitrary choice of the operations and places of
brackets in the constructions. Such construction M is expressed, however, by a context-dependent grammar which
is complicated (has context productions) and awkward (has a great quantity of them).

28 Here and below the permutation of n elements is denoted by a vector of length n all of whose elements are distinct
and belong to Nn.
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In its turn, the unary operation ¬ 0 in the resulting formula gives rise to the permutation [1 2 0] of
the row of the first binary operation:

x0

⎡
⎢⎢⎣
0 2

1 1

2 0

⎤
⎥⎥⎦
⎛
⎜⎜⎝x1

⎡
⎢⎢⎣
0 1

1 0

0 1

⎤
⎥⎥⎦x2

⎞
⎟⎟⎠ .

As the result, we obtain the canonical formula x0 •0 (x1 •1 x2) where

•0 =

⎡
⎢⎢⎣
0 2

1 1

2 0

⎤
⎥⎥⎦ , •1 =

⎡
⎢⎢⎣
0 1

1 0

0 1

⎤
⎥⎥⎦ .

The last operation executed in the formula is •0. Consequently, there are precisely two other
canonical formulas defined by the number of permutations of the elements of the range space of
the operation •1. Having carried out the permutation [1 0] of the elements of range space of the
operation •1 and the same permutation of the columns of the operation •0, we obtain the operations
of the second canonical formula x0 ÷0 (x1 ÷1 x2):

÷0 =

⎡
⎢⎢⎣
2 0

1 1

0 2

⎤
⎥⎥⎦ , ÷1 =

⎡
⎢⎢⎣
1 0

0 1

1 0

⎤
⎥⎥⎦ .

Three permutations of the subformulas with the binary operations are possible for each formula
obtained as the result of permutations of the elements of the operation definition domains. In
particular, for the formula with operations ÷0 and ÷1 we have

x0 ÷0 (x1 ÷1 x2), (x1 ÷1 x2)÷0 x0, x0 ÷0 (x2÷′
1x1), (x2÷′

1x1)÷′
0x0,

where the formula of the matrix of corresponding operations is transposed to retain equivalence

÷′
0 =

[
2 1 0

0 1 2

]
, ÷′

1 =

[
1 0 1

0 1 0

]
.

We make sure that the original and canonical formulas are equivalent.29 �

4. ANALYTICAL IDENTIFICATION

According to the aforementioned formulation of the problem of identification, the representa-
tion of the discrete function [F K X] is used as the source data for construction of the formulas
expressing this function. If the view of the formula is of importance, we make use of the repre-
sentation [F K X] to denote the entire set of function’s formulas that can be obtained from this
representation.

29 It deserves noting that it is possible to minimize the number of different operations appearing in the formula. As
was shown in Example 8, for that purpose it is required to execute the permutations of the elements of the range
spaces of the formula operations and permutations of their variables such that one operation be transformed to
the extent possible into another.
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4.1. Identification Procedure

Prior to describing the identification procedure, we define on the set of vectors a metric generated
by some relation of equivalence of the elements ≡.30

Definition 14. Let given be two vectors F = [fi | i = 0, m− 1] and G = [gi | i = 0, m− 1]
of the same lengths. The value of the function d(F, G) ∈ Nm which is equal to the number of
elements F not equivalent to the corresponding elements G31 is called the distance between F
and G relative to the equivalence relation ≡ of the elements:

d(F, G) =
m−1∑
i=0

δ(fi, gi), δ(a, b) =

{
0 if a ≡ b
1 if a �≡ b.

We describe a procedure of analytical identification constructing the function formula according
to the productions of the canonical analytical construction M (12). We assume that a certain
number k bounding the significance of the designed formula is given.

Procedure 1. 32 Identification of the discrete function f defined by the representation [F K X]:

(1) if F = [c c . . . c], that is, the function vector consists of the constant c, then the procedure
is completed with formula c (the first production of the analytical construction M);

(2) if X = [xi], the procedure is completed with the formula xi for F = [0 1 . . . ki − 1] (third
and fourth productions) or with formula ¬xi for F �= [0 1 . . . ki − 1] (second production), where
ki is the significance of the variable xi, ¬ is the desired unary operation, ¬ = [fq | q = 0, ki − 1],
and fq is the qthe element of the vector F;

(3) otherwise, determine the variable xi ∈ X, binary operation ⊗, and the representation
[F′ K′ X′] of the function f ′ such that the significance of this function does not exceed k and
the vector of values G of the formula xi ⊗ ψ[F′ K′ X′] is away of the vector F by the least dis-
tance d, where ψ[F′ K′ X′] is the formula obtained for the function f ′ with the representation
[F′ K′ X′] with the use of the present procedure;33

(4) if after the last step it turns out that d(F, G) = 0, the procedure is completed with the
formula (xi ⊗ ψ[F′ K′ X′]) which is canonized in advance (fifth production);

(5) otherwise, we determine for d(F, G) > 0 the binary operation ⊕ and representation
[F′′ K′′ X′′] of the function f ′′ such that the significance of this function does not exceed k and the
vector of values G of the formula (xi⊗ψ[F′ K′ X′])⊕ψ[F′′ K′′ X′′] is equal to the vector F, where
ψ[F′′ K′′ X′′] is the formula obtained for the function f ′′ with the representation [F′′ K′′ X′′] using
the present procedure (sixth production);

(6) the procedure is completed by the final formula ((xi ⊗ ψ[F′ K′ X′])⊕ ψ[F′′ K′′ X′′]) which
is canonized in advance. �

Steps (1) and (2) of Procedure 1 are trivial. Detailed explanation and justification of the rest
of the steps is given below.

30 The equivalence relation ≡ must be defined with regard for the possible uncertain value of the compared elements
that previously was expressed by the sign ∗ in the vectors of the incompletely defined functions. In this case, any
element is regarded as equivalent ∗.

31 It is possible to demonstrate that the discrete function d is a metric in the arithmetic of natural numbers relative
to the relation ≡ because it satisfies the following axioms: d(A, B) = 0 if and only if A ≡ B (identity axiom);
d(A, B) = d(B, A) (symmetry axiom); d(A, B) ≤ d(A, C) + d(C,B) (triangle axiom), where A, B, C are any
vectors of the same length.

32 The relation between “procedure” and “algorithm” is similar to the relation between “assertion” and “theorem” (see
Footnote 36): procedure is a description of a finite and effective sequence of actions executed at the semantic level,
whereas only syntactic means are required to describe an algorithm. It is assumed that by formalization of informal
constructions any procedure can be expressed in the formal terms of some algorithmic model (Church–Turing thesis
[33, p. 88]).

33 It is assumed that at realization of Procedure 1 for determination of the formula ψ its recursive call is used.
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4.2. Initial Approximation

At Step 3 of Procedure 1, some variable xi is specified for which determined are the operation ⊗
and the function f ′ with the representation [F′ K′ X′] such that the significance of this function
does not exceed k and the vector of values G of the formula xi ⊗ ψ[F′ K′ X′] is away from the
initial vector F by the least distance.

We first do not impose any constraints on the significance of the function f ′ and determine the
representation [F′ K′ X′] of this function and the operation ⊗ such that F = G, where G is the
vector of values of the formula g,

g = [F′ K′ X′]⊗ xi, xi ∈ X, xi /∈ X′.34 (13)

Procedure 2. Design of the initial (precise) formula of form (13) for the function f defined by
the representation [F K X]:

(1) let the variable xi of significance ki be the last variable in the X and the variable xj of
significance kj be the next to last one, that is, X = [. . . xj xi] and K = [. . . kj ki];

35

(2) the matrix of the operation ⊗ is defined as follows:

⊗ = [pst | pst = fq, q = s+ tKi, s = 0, Ki − 1, t = 0, ki − 1], (14)

where fq is the qth element of the vector F, Ki = m div ki and m is the length of the F;

(3) for the desired function f ′ we determine the representation [F′ K′ X′] where

F′ = [f ′t | f ′t = t; t = 0, Ki − 1],

K′ = [. . . kj ],

X′ = [. . . xj];

(4) we return the resulting formula [F′ K′ X′]⊗ xi. �
Theorem 3. The vector of values G of formula (13) designed using Procedure 2 is equal to the

vector of the initial function F.

Validity of Theorem 3 is demonstrated by way of example.36

Example 9. Let it be required to determine the initial formula for the function of Example 1
with representation [F K X]:

F = [0 1 1 1 2 0 2 0 2 0 2 2 0 1 0 0 2 0 2 1 0 2 0 2];

K = [2 2 2 3];

X = [x0 x1 x2 x3].

34 In what follows, instead of a formula like xi ⊗ ψ[F′ K′ X′] we use its equivalent formula [F′ K′ X′] ⊗T xi where
the matrix of the operation ⊗ is transposed, and instead of the formula ψ[F′ K′ X′], the representation [F′ K′X′]
which is not detailed to a particular expression.

35 Since the order of variables in the representation [F K X] is changed later on, it may be that an arbitrary variable xi

occupies the last place in the vector X instead of xn−1. The same concerns the next to last variable in this vector.
36 Propositions whose truth is demonstrated by purely semantic means through informal reasoning are called the

assertions in contrast to the theorems which are formulated and proved by strictly syntactic means expressed,
possibly, in a natural language. It is believed that for every semantic proof one can determine its syntactic
counterpart if the corresponding informal reasoning is formalized (Hilbert thesis [34, p. 49]). It is assumed that in
this case the set theory based on the Zermelo–Fraenkel axioms [27] represented in terms of the classical predicate
calculus of the first order [35] is used as the syntactic theory.
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By applying Procedure 2 to this representation, we obtain

⎡
⎢⎢⎣
F′ = [0 1 2 3 4 5 6 7]

K′ = [2 2 2]

X′ = [x0x1x2]

⎤
⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 2 2

1 0 0

1 2 2

1 2 1

2 0 0

0 1 2

2 0 0

0 0 2

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⊗

x3,

or f = [F′ K′ X′]⊗ x3 where the representation [F′ K′ X′] is used to define some function f ′. By
checking we make sure that calculation of the vector of values of the resulting formula provides the
initial vector F.

For example, for values of the variables X equal to λ = [0 1 0 2], we get F(λ) = fq = 2
(underlined) where q is the ordinal number of the element F as determined using (4),

q = x0 + k0x1 + k0k1x2 + k0k1k2x3 = λ0 + 2λ1 + 4λ2 + 8λ3 = 18.

In its turn, for the same vector λ we determine value 2 (underlined) of the function f ′ from its
representation [F′ K′ X′] for λ′ = [0 1 0] and the value of the operation ⊗ for x3 = 2 which is also
equal to 2 (underlined). �

4.3. Reduction of Formulas

The function f ′ determined using Procedure 2 usually has a greater significance than k appearing
in the description of Procedure 1.

Definition 15. By the reduction of a formula like (13) is meant its transformation such that the
vector of values of the reduced formula is away from the vector of values of the initial formula at
the least distance and the significance of the function f ′ does not exceed certain number k. The
reduction is precise if the final formula is equivalent to the initial one; otherwise, it is imprecise.

Procedure 3. Reduction of the significance k of a formula like (13) defined by the function f ′

with the representation [F′ K′ X′] and operation ⊗:

(1) determine the set C from s classes of equivalence of the rows of the matrix ⊗, C =
{C(r0), C(r1), . . . , C(rs−1)} relative to the equivalence relation ≡,37 where rj (j = 0, s− 1)
are the exemplary rows decomposing the set of rows of the matrix ⊗ into disjoint subsets C(rj);

38

(2) create of C a vector of equivalence classes of the row numbers C for which purpose:

—transform the classes C(rj) in the sets Cj (j = 0, s− 1) consisting not of the equivalent rows
but of their numbers;

—sort the sets Cj in the nonascending order of the numbers of their elements and obtain the
vector C, C = [C0 C1 . . . Cs−1];

37 By the class of equivalence C(r) of the row r here is meant the subset of rows of the matrix of the operation ⊗
that are equivalent to r, where the row equivalence relation is defined as a reflexive, symmetrical, and transitive
relation of the elementwise equivalence of rows considered in their turn as ordered sets. At that, equivalence of the
elements is defined as above by the relation ≡.

38 The equivalence relation is known to decompose the set into a family of disjoint subsets [28, p. 70].
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(3) reduce the operation ⊗, that is, transform its matrix to a form having one row from each of
the k first classes C and modify the vector F′ as follows:

—the tth row of the matrix ⊗ is a row rt with the number from the equivalence class Ct

(t = 0, k − 1);

—each element e < k of the vector F′ is replaced by the number of the equivalence class t such
that e ∈ Ct;

—all elements e ≥ k of the vector F′ whose equivalence classes Cj (j = k, s− 1) are disregarded
are replaced by the sets of the numbers {t | t < k} of the equivalence classes Ct (t = 0, k − 1) whose
rows rt are away at the least distance from the rows rj with the numbers of the disregarded
classes Cj such that e ∈ Cj .

39 �
Example 10. We reduce the formula of Example 9 using Procedure 3. Let the reduction signifi-

cance k be an arbitrarily large number. We establish that the number of equivalence classes of the
rows of the matrix of the operation ⊗ is 7, their total number being 8:

C0 = {0}, C1 = {1}, C2 = {2}, C3 = {3}, C4 = {4, 6}, C5 = {5}, C6 = {7}.

Sorting of the classes generates the vector C = [C4 C0 C1 C2 C3 C5 C6] of seven elements. Since
the number k is not limited, all elements of C are used for modification of the operation matrix ⊗
for which purpose the following replacement of the elements of the matrix ⊗ is carried out in the
order of succession of the sets in C: the elements {4, 6} are replaced by 0 or {4, 6} → 0; 0 → 1;
1 → 2; 2 → 3; 3 → 4; 5 → 5; 7 → 6. As the result,

⎡
⎢⎢⎣
F′ = [1 2 3 4 0 5 0 6]

K′ = [2 2 2]

X′ = [x0 x1 x2]

⎤
⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

2 0 0

0 2 2

1 0 0

1 2 2

1 2 1

0 1 2

0 0 2

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⊗

x3. �

If in the course of reduction the number of rows in the operation matrix is at most k, then
the reduction is precise; otherwise, it is imprecise. In the last example reduction turned out to be
precise because of the lack of constraints on k. Now we consider an example of imprecise reduction.

Example 11. We reduce the function of Example 10 for limited significance of reduction. Let
k = 3. Transformation of the operation ⊗ provides the formula

⎡
⎢⎢⎣
F′ = [1 2 {1} {12} 0 {1} 0 {1}]
K′ = [2 2 2]

X′ = [x0 x1 x2]

⎤
⎥⎥⎦

⎡
⎢⎢⎣
2 0 0

0 2 2

1 0 0

⎤
⎥⎥⎦

⊗

x3,

39 Replacement of the elements which have no equivalence classes by the sets of numbers of the selected classes is
explained by the fact that there may be more than one equivalence class which is away at the least distance from
the row of the replaced element. In its turn, at subsequent reduction only those elements of these sets are used
which minimize the number of equivalence classes of the rows of the matrix of operation.
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Table 4. Incompletely defined function given with the precision 0.5

x0 x1 x2 f

0.2 (0) −1.7 (0) 0.1 (0) 0.1 (1)
0.7 (1) −1.8 (0) 0.0 (0) 0.9 (2)
0.3 (0) −1.6 (0) 0.5 (1) −0.4 (0)
0.1 (0) −1.3 (1) 0.9 (1) −0.1 (0)
0.6 (1) −1.4 (1) 0.7 (1) 0.7 (2)
0.9 (1) −1.9 (0) 1.1 (2) 0.3 (1)
0.4 (0) −1.0 (1) 1.0 (2) 0.8 (2)
0.5 (1) −1.1 (1) 1.4 (2) −0.3 (0)

where the brackets embrace the function values minimizing identically the distance between the
vectors of the initial and reduced formulas. Selection of an alternative value of the elements of the
vector F′ provides

⎡
⎢⎢⎣
F′ = [1 2 1 1 0 1 0 1]

K′ = [2 2 2]

X′ = [x0x1x2]

⎤
⎥⎥⎦

⎡
⎢⎢⎣
2 0 0

0 2 2

1 0 0

⎤
⎥⎥⎦

⊗

x3.

Calculation of this formula for every possible vector of values of the variables in the order defined
by (4) provides the vector

G = [0 1 0 0 2 0 2 0 2 0 2 2 0 2 0 2 2 0 2 2 0 2 0 2],

which already is not equal to the vector of the initial function F. �
If the initial table of the function is defined incompletely, the reduction replaces the missing

values of the function by the sign * comparable with any other value including * as well. If
the analytical identification of a function must be performed with the assigned precision ε, then
the reduction is preceded by decomposing the definition domain of the initial function and the
definition domains of the variables into a finite family of disjoint subdomains determined on the
basis of the value of ε, and the values of the function and variables are replaced by the numbers of
the subdomains which they hit.

Example 12. We reduce the significance k = 3 of the function incompletely defined in Table 4
to within ε = 0.5. As can be seen from the table, the function f varies within the range from −0.5
to 1.0, the variable x0, from 0.0 to 1.0, the variable x1, from −2.0 to −1.0, and the variable x2,
from 0.0 to 1.5. After passing from the real values of the function and its variables to the numbers
of subdomains, we obtain the discrete function shown in Table 4 in parentheses. Next, we obtain
its representation [F K X]:

F = [1 2 ∗ ∗ 0 ∗ 0 2 ∗ 1 2 0];
K = [2 2 3];

X = [x0 x1 x2].

Let us determine the initial approximation of the obtained function:

⎡
⎢⎢⎣
F′ = [0 1 2 3]

K′ = [2 2]

X′ = [x0 x1]

⎤
⎥⎥⎦
⎡
⎢⎢⎢⎢⎣
1 0 ∗
2 ∗ 1

∗ 0 2

∗ 2 0

⎤
⎥⎥⎥⎥⎦ x2
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and perform reduction in the variable x2:⎡
⎢⎢⎣
F′ = [0 1 0 2]

K′ = [2 2]

X′ = [x0 x1]

⎤
⎥⎥⎦
⎡
⎢⎢⎣
1 0 2

2 ∗ 1

∗ 2 0

⎤
⎥⎥⎦ x2.

If the representations [F′ K′ X′] are reduced and the incompletely defined operation are redefined,
then we get the final formula40⎡

⎢⎢⎣
−0.25

0.25

0.75

⎤
⎥⎥⎦
⎛
⎜⎜⎝
(
x0

[
0 0

1 2

]
x1

) ⎡
⎢⎢⎣
1 0 2

2 0 1

0 2 0

⎤
⎥⎥⎦ x2

⎞
⎟⎟⎠ ,

where a special unary operation transforming the numbers of the subdomains into the mean values
of their corresponding intervals was used to restore the initial function. It goes without saying that
the calculation of this formula is preceded by a similar inverse transformation of the initial values
of the object parameters expressed by the corresponding variables. �

4.4. Permutation of Variables

The number of the equivalence classes of the rows of the operation ⊗ in Procedure 3 depends
on the last variable in the initial representation [F K X]. That is why the reduction is preceded
by seeking a representation [F̃ K̃ X̃] such that it is equivalent to the initial one but leads to
minimization of the number of equivalence classes of the rows of the desired operation ⊗. For that
we change the order of variables by permuting the elements in the vectors X and K. To retain
equivalence of the representations [F̃ K̃ X̃] and [F K X], the vector F of values itself must be
modified in a way.

Procedure 4. Permutation of the variables in the representation [F K X]:

(1) let given be the permutation S of variables,

S = [si | si ∈ Nn; si �≡ sj for i �= j; i = 0, n− 1];

(2) we apply the permutation S to the vectors K and X and as a result obtain the vectors K̃
and X̃ with identical permutation of their elements;

(3) for each element fq of the vector of values F = [fq | q = 0,m− 1], perform the following
actions:

—determine for q a corresponding vector of values of the variables λ = [λi | i = 0, n − 1] for
which purpose make use of the recurrent rule (5) for the initial vector of the significances of the
variables K;

—apply the permutation S to the vector λ and obtain a new vector λ̃;

—calculate for λ̃ the new value of the index q̃ with the use of (4) yet for the vector of significances
of the variables K̃;

—set down the element fq in the position q̃ of the desired vector F̃;

(4) the procedure is completed with the new representation [F̃ K̃ X̃]. �
40 We notice that in the course of formula design the initial function was redefined so as to enable its determination at

the points of the definition domain that were not given by the initial table. Approximation of the function that is
done at that is based on the requirement for getting the simplest expression relating the value of the function with
the values of its variable. It deserves noting that the continuous functions are approximated in a similar manner.
In this case, restoration of the missed values is based on the assumption of function smoothness, which also is a
simplification of its formulaic expression.
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Table 5. Intermediate results of Example 14

X F G d(F,G)

[x0 x1 x2 x3] [011120202022010020210202] [021120201022010120110202] 4
[x3 x0 x1 x2] [022100122121200012200002] [022200122221200022200002] 3
[x2 x3 x0 x1] [022020100102122020102012] [022020002002122020102012] 3
[x1 x2 x3 x0] [012222002200110002100122] [002222022200110000100022] 4

Example 13. For the function of Example 9, determine its representation after a cyclic right
shift of the vector of variables and their significances, that is, for S = [1 2 3 0]. Application of
Procedure 4 to the initial representation [F K X], where

F = [0 1 1 1 2 0 2 0 2 0 2 2 0 1 0 0 2 0 2 1 0 2 0 2];

K = [2 2 2 3];

X = [x0 x1 x2 x3],

provides a new representation of the function [F̃ K̃ X̃]:

F̃ = [0 2 2 1 0 0 1 2 2 1 2 1 2 0 0 0 1 2 2 0 0 0 0 2];

K̃ = [3 2 2 2];

X̃ = [x3 x0 x1 x2]. �

Theorem 4. The representation [F̃ K̃ X̃] obtained from the representation [F K X] with the use
of Procedure 4 and arbitrary permutation of the variables S is equivalent to [F K X].

Theorem 4 is proved in the Appendix.

Let us consider now the determination of the best permutation of the variables S in the repre-
sentation [F K X] minimizing the number of the equivalence classes of the rows of operation ⊗ at
reduction of the formula [F′ K′ X′]⊗ xi by Procedure 3.

Procedure 5. Search of the closest formula of significance k and form [F′ K′ X′] ⊗ xi for the
function f with representation [F K X]:

(1) use Procedure 2 to determine the equivalent formula g for the function f , g = [F′ K′ X′]⊗xt,
where xt is the last variable in the vector X;

(2) reduce the formula g for the given significance k with the use of Procedure 3;

(3) calculate and store the distance d(F, G) between the vector F and the vector of values G
of the formula g;

(4) if all variables were at the last position of the vector X, then go to Step 5; otherwise, use
Procedure 4 to calculate a new representation [F K X] under the cyclic right shift of the variable
and repeat the calculation from Step 1;

(5) take a permutation of variables with the least value of d(F, G) and complete the procedure
with the formula [F′ K′ X′]⊗ xi corresponding to this permutation. �

Example 14. We determine the best formula for the function of Example 13 by applying Proce-
dure 5 to the initial representation of the function and compile the intermediate results in Table 5
where nonequivalent elements of the vectors G and F are underlined.
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We restore the second formula for the result with the distance 3:

⎡
⎢⎢⎣
F′ = [2 0 0 1 0 1 {2} 1 {0 1 2} {1} 2 0]

K′ = [2 2 3]

X′ = [x2 x3 x0]

⎤
⎥⎥⎦

⎡
⎢⎢⎣
2 2

0 0

0 1

⎤
⎥⎥⎦

⊗

x1. �

Since there are n! permutations of the n-element vector X and Procedure 5 analyzes only n
cyclic permutations of variables, the following theorem seems to be topical.

Theorem 5. Let given be the formula [F′ K′ X′]⊗ xi obtained from the representation [F K X]
with the use of Procedure 2. Then, the number of row equivalence classes of the operation ⊗ does
not vary at permutations of the variables in [F K X] leaving the variable xi in its place.

Theorem 5 is proved in the Appendix.

We notice that the use only of the cyclic permutations of variables in Procedure 5 is not oblig-
atory. As can be seen from the proof of Theorem 5, it is possible to use any n permutations which
successively move to the last position of the vector X each of its n variables.

4.5. Calculation of the Residue

If it turns out that at Step 4 of Procedure 1 a formula g was obtained which is not equivalent
to the identified function f , that is, the vector of values G of the formula g = [F′ K′ X′] ⊗ xi is
not equal to the vector of values F of the function f , then Step 5 is executed at which the binary
operation ⊕ and the residue vector F′′ are determined such that G ⊕ F′′ = F.41 The following
procedure demonstrates how this can be done.

Procedure 6. Construction of the operation ⊕ and the residue vector F′′ from the vector G
and F:

(1) determine the number of entries est of the ordered pairs [s t] (s, t = 0, k − 1) into the set
{[fi gi] | i = 0, m− 1} generated by the vectors F and G and construct the matrix ⊕̃ = [est | s,
t = 0, k − 1];

(2) each row rs = [est | t = 0, k − 1] of the matrix ⊕̃ is replaced by the permutation of the
numbers of its columns driving the elements of this row into a monotonically nonincreasing sequence;
as the result we obtain the matrix of the desired operation ⊕;

(3) generatem equations like gi⊕f ′′i = fi (i = 0,m− 1) and after solving them42 in f ′′i determine
the elements of the residue vector F′′, F′′ = [f ′′0 f ′′1 . . . f ′′m−1]. �

Example 15. Determine the operation ⊕ and the residue vector F′′ for imprecisely reduced
formula of Example 14. The source data for Procedure 6 are as follows:

F = [0 2 2 0 2 0 1 0 0 1 0 2 1 2 2 0 2 0 1 0 2 0 1 2];

G = [0 2 2 0 2 0 0 0 2 0 0 2 1 2 2 0 2 0 1 0 2 0 1 2].

We calculate the number of entries of each pair of elements occurring at the identical positions of
the vectors F and G and represent the results as the matrix ⊕̃, and obtain the desired operation ⊕
41 We assume that the binary operation ◦ defined for the elements ai and bi (i = 0,m− 1) of the vectors A and

B is applicable to the vectors themselves. In this case, a notation like A ◦ B denotes a vector C such that
C = [ci | i = 0, m− 1; ci = ai ◦ bi].

42 Solutions of these equations always exist and are unique (see Theorem 6).
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by replacing the rows of this matrix by the permutations of its elements driving the initial rows in
a monotonically nonincreasing sequences:

⊕̃ =

⎡
⎢⎢⎣
9 2 0

0 3 0

1 0 9

⎤
⎥⎥⎦ ; ⊕ =

⎡
⎢⎢⎣
0 1 2

1 2 0

2 0 1

⎤
⎥⎥⎦ .

As can be seen from the matrix ⊕̃, the pair [i j] with the values [0 0] is repeated nine times, [0 1]
2 times, [0 2] 0 times (the first row of ⊕̃), and so on, and that with the value [2 2] 9 times (the
last row of ⊕̃). We also notice that none of the rows of the matrix ⊕ has two identical elements.
Consequently, for arbitrary a and b the equation a⊕ c = b has a single solution in c.

Now, we set down the equation G ⊕ F′′ = F for calculation of the elements of the residual
vector F′′. Its solution provides

F′′ = [0 0 0 0 0 0 1 0 2 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0].

Analysis of the vector F′′ shows that element 0 occurs 21 time, element 1 twice, and element 2,
once, that is, the vector of the number of entries of the elements [21 2 1] is monotonically nonin-
creasing. �

Theorem 6. Let given be two vectors F and G of lengthm and significance k. Then, the following
statements are valid for the groupoid43 [Nk ⊕] and the residual vector F′′ obtained in Procedure 6.

(a) for any elements a and c of the groupoid [Nk ⊕], there exists a single its element b such that
a⊕ b = c;

(b) the vector [es | s = 0, k − 1] composed of the numbers of entries es ∈ Nm+1 of the elements
s ∈ Nk in the residual vector F′′, is monotonically nonincreasing, that is, et ≥ es for all t ≤ s.

Theorem 6 is proved in the Appendix.

In the constructed groupoid, therefore, equations like gi ⊕ f ′′i = fi have solutions in the un-
knowns f ′′i , where gi, f ′′i , and fi (i = 0,m− 1) are the elements of the vectors G, F′′, and F,
respectively. Additionally, at calculation of the residue the frequently occurring elements of the
residual vector F′′ are coded by smaller numbers, and the rarely occurring ones, by larger numbers.
If an element did not appear even once, it will be coded by the largest number, which is equivalent
to reduction in the function significance as expressed by the vector F′′. All this results finally in
reduced complexity of the formula f ′′.

4.6. Demonstration Example

Without repeating again the explanations of the steps of Procedure 1 given in the above exam-
ples, we illustrate the final result of the analytical identification of the discrete functions.

Example 16. Let the function of Example 1 be given. We take the significance of the desired
formula equal to 3. Application of Procedure 1 to the function with the representation

F = [0 1 1 1 2 0 2 0 2 0 2 2 0 1 0 0 2 0 2 1 0 2 0 2],

K = [2 2 2 3],

X = [x0 x1 x2 x3],

provides
((x1 ⊗0 (x2 ⊗1 (x0 ⊗2 x3)))⊕ (x1 ⊗4 (x0 ⊗5 (x3 ⊗6 x2)))),

43 By the groupoid is meant the set with binary operation over it.
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where

⊗0 =

[
2 0 0

2 0 1

]
, ⊗1 =

[
0 2 2

1 0 1

]
, ⊗2 =

[
1 0 0

2 0 1

]
,

⊗4 =

[
0 1

0 0

]
, ⊗5 =

[
0 0

1 0

]
, ⊗6 =

⎡
⎢⎢⎣
0 1

0 0

1 1

⎤
⎥⎥⎦ , ⊕ =

⎡
⎢⎢⎣
0 1

1 0

2 0

⎤
⎥⎥⎦ . �

If one interprets the analytical identification as the design of a combinatorial automaton, then
in the above example sought is the description of this automaton in the binary and ternary logic
(k ≤ 3). The formula obtained at that can be transformed into a diagram of the established logic
elements (operations). However, at analytical identification operations may occur that are not
realizable by the available assembly of logic elements.

Therefore, compactness of the formulas provided by analytical identification is attained through
rejection of a fixed basis of operations and rigid analytical construction of the formulas.

5. COMPLEXITY ESTIMATION

Let us consider a canonical analytical construction (12) and determine the number of applications
of the productions Ψ → ((XΘΨ)ΘΨ) for identification of a complex discrete function.44 By
a (t − 1)-fold application of the production Ψ → ((X ⊗ Ψ) ⊕ Ψ) and single application of the
production Ψ → (X⊗Ψ) to the last entry Ψ to the resulting formula, we obtain

Ψ → ((X1 ⊗1 Ψ1)⊕1 ((X2 ⊗2 Ψ2)⊕2 (. . . ⊕t−1 (Xt ⊗t Ψt) . . .))), (15)

where different entries of the operations ⊗ and ⊕, variables X, and subformulas Ψ are supplied
with subscripts and t is the number of identification steps. To simplify calculations, we assume
in what follows that the identified function, its variables, and the designed formula have identical
significance equal to k.

Theorem 7. The maximal number of steps of identification tmax of an arbitrary discrete function
of significance k in n variables of significance k is at most as follows:

k
n− 2

n− 1
.45 (16)

Theorem 7 is proved in the Appendix.

Using now (16), we estimate the length of formulas designed using Procedure 1.

Theorem 8. The maximal length of the formulas Ln(k) obtained at identification of an arbitrary
discrete function of significance k in n variables of significance k is at most as follows:

2(k − 1)2 + k

k(k − 1)2
kn−1

n− 1
− k

(k − 1)2
1

n− 1
− 1

(k − 1)

n− 2

n− 1
− 1. (17)

Theorem 8 is proved in the Appendix.

44 By the complex discrete function is meant here a function that indescribable by formulas like Δ, X and ΞX.
45 The fractional value of the number of identification steps must be interpreted as the mean number of steps required

to identify complex functions of the given number of variables.
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Table 6. Analytical identification of the Boolean functions of three variables

Function Operations

F = [00000001], (x2 ⊗0 (x1 ⊗0 x0)) ⊗0 =

[
0 0

0 1

]

F = [00000010], (x2 ⊗0 (x1 ⊗1 x0)) ⊗0 =

[
0 0

0 1

]
, ⊗1 =

[
0 0

1 0

]

F = [00000011], (x2 ⊗0 x1) ⊗0 =

[
0 0

0 1

]

F = [00000100], (x2 ⊗0 (x1 ⊗1 x0)) ⊗0 =

[
0 0

0 1

]
, ⊗1 =

[
0 1

0 0

]

F = [00000101], (x2 ⊗0 x0) ⊗0 =

[
0 0

0 1

]

F = [00000110], (x2 ⊗0 (x1 ⊗1 x0)) ⊗0 =

[
0 0

0 1

]
, ⊗1 =

[
0 1

1 0

]

F = [00000111], (x2 ⊗0 (x1 ⊗1 x0)) ⊗0 =

[
0 0

1 0

]
, ⊗1 =

[
1 0

0 0

]

F = [00001000], (x2 ⊗0 (x1 ⊗1 x0)) ⊗0 =

[
0 0

0 1

]
, ⊗1 =

[
1 0

0 0

]

F = [00001001], (x2 ⊗0 (x1 ⊗1 x0)) ⊗0 =

[
0 0

1 0

]
, ⊗1 =

[
0 1

1 0

]

F = [00001010], (x2 ⊗0 x0) ⊗0 =

[
0 0

1 0

]

F = [00001011], (x2 ⊗0 (x1 ⊗1 x0)) ⊗0 =

[
0 0

1 0

]
, ⊗1 =

[
0 1

0 0

]

F = [00001100], (x2 ⊗0 x1) ⊗0 =

[
0 0

1 0

]

F = [00001101], (x2 ⊗0 (x1 ⊗0 x0)) ⊗0 =

[
0 0

1 0

]

F = [00001110], (x2 ⊗0 (x1 ⊗1 x0)) ⊗0 =

[
0 0

1 0

]
, ⊗1 =

[
0 0

0 1

]

F = [00001111], x2

F = [00010000], (x2 ⊗0 (x1 ⊗1 x0)) ⊗0 =

[
0 1

0 0

]
, ⊗1 =

[
0 0

0 1

]

In particular, for n = 3 and k = 2 of (17) we get L3(2) = 2, that is, for the analytical
identification of a Boolean function of three variables46 two operation suffice, which is corroborated
by the experimental data compiled in Table 6.47

46 For large n, computational experiment over all functions entails insurmountable difficulties. However, it is seen
from (16) that with increase in n the maximal number of identification steps tmax tends rapidly to k. Consequently,
the asymptotic behavior of Ln(k) is defined at large by the length of formulas at small number of variables.

47 To consider the entire set of the Boolean functions of three variable, it suffices to consider the functions defined to
within inversion of variables and inversion of the function itself. The inversion of variables gives rise to permutation
of rows (columns) of the corresponding operations, and inversion of the function, permutation of values of the last
calculated operation (see Example 8).
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Complexity of identification of the Boolean functions in the finite and asymptotic domains in
terms of the number of variables n can be obtained from (17) for k = 2.

Ln(2) =
2n − n− 1

n− 1
, Ln(2) ∼ 2n

n
.

The length of the formula Ln(2) of complex Boolean functions of n variables is known to satisfy
the following estimates [36–38]:48

1

log2 3

2n

n
< Ln(2) < 2(1 + log2 n)

2n

n
,49 Ln(2) ∼ 2n

n
.

Consequently, the developed theory of analytical design of formulas is the best at least for the
Boolean functions.

6. CONCLUSIONS

The considered problem of analytical identification of the discrete objects is claimed for by
practice. Its formulation is distinct from that of other, allied problems such as nonparametric
and parametric identification, functional constructions in the finite algebras, or data analysis. The
distinctive feature of the developed method of identification lies in using a new mathematical
apparatus relying on the reduction of a discrete function and its successive approximations, which
enables one to calculate in the course of identification not only the operations in the function
formula, but also to determine the order of variables and the places of bracket arrangement.

This mathematical apparatus also enables one to calculate the output parameters of the object
for those values of the input parameter that were not yet observed. In this case, the object’s
behavior is forecasted by approximation (interpolation and extrapolation) of incompletely defined
discrete function subject to the condition of getting the simplest formula relating the function’s
values with those of its variables.

The developed procedure of analytical identification of the discrete objects is supported by a
simple effective algorithm to design the formulas of discrete functions with the best complexity
estimates both in the finite and asymptotic domains. Additionally, since the resulting formulas
consist of a sequence of discrete operations over discrete variables, they are well suited for realization
on the existing discrete computing facilities.

It deserves noting that the described approach is applicable not only to identification of the
discrete memoryless objects. Its union with the finite-automaton formalism enables one to identify
objects operating in time and, thus, varying their states. In this case, the process of identification
lies in designing a transition function describing variations of the object state and the output
functions depending on the current state and providing the values of the model output variables.

Within the framework of the finite-automaton approach, the problem of analytical identification
lies in determining the set of automaton states and the tables of the transition and output functions.
It is assumed that the input and output alphabets of the automaton are given. As was proved in [39],
the behavior of a q-state automaton is restored by a repeated experiment of length 2q − 1. Stated
differently, for complete and reliable identification of the finite automaton, one must feed to its

48 Ln(2) is called the Shannon function defined as maxminωi, where ωi is the number of operations required to
express the ith function and the subscript i runs the numbers of all functions.

49 Roughness of the upper estimate from [37] is due to the fact that its derivation made use of the analytical con-
struction with only two binary Boolean operations—conjunction and inequivalence—of 10 possible, as well as to
the use of constant 1 together with inequivalence to express the unary negation which, as was shown above, is
redundant for function identification. Additionally, the analytical construction of formulas in [37] makes use of the
rigid order of bracket arrangement, bracket embeddedness being unlimited.
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input every possible input sequences of length 2q − 1. There are precisely p2q−1 such sequences for
p symbols in the input alphabet.

However, if the number of automaton states is unknown, then its identification is possible even
in the limit, that is, on the countable set of the input rows. Nevertheless, if an automaton with
q′ states is determined whose description is not contradicted by the subsequent tests of length
greater than 2q′ − 1, then one can assume with high degree of confidence that the automaton is
identified.

It deserves noting that the applied problems of analytical identification have limited complexity
and in practice one succeeds to do without lasting experiments. For example, it was shown in [32]
that almost for all automata the degree of their restoration by behavior has the order of log q,
which is much smaller than 2q − 1. In its turn, the fraction of automata for which the above
estimate is not satisfied vanishes rapidly with q.

APPENDIX

Proof of Theorem 1. A. We prove that any formula of the construction Φ like (7) is identically
transformed into a formula with construction K like (11). For that, we

—determine the variants of the entries of the constants Δ and the unary operations Ξ in the
formulas generated by the analytical construction Φ;

—establish equivalence of these entries to other combinations of symbols;

—derive a new form of analytical constructions of the formulas obtained from the identical
transformations of the initial formulas with regard for the established equivalences and compare it
with K.

(1) Equivalences for the entries of the constants Δ in the formula of the construction Φ:

(a) ΞΔ ∼ Δ;50

(b) ΔΘΦ ∼ ΞΦ;

(c) ΦΘΔ ∼ ΞΦ;

(d) ΔΘΔ ∼ Δ.

The equivalences (a) and (d) are trivial. We prove equivalence of (b). Let the constant Δ be
equal to δ, and the operation Θ be defined by the matrix •. Then, δ is equal to the number of
the row of matrix • used in the calculations δ • Φ. This calculation amounts to applying to the
result of calculating the subformula Φ the unary operation ¬ with a vector equal to the row δ of
the matrix •, that is, δ •Φ = ¬Φ. Whence it follows that ΔΘΦ ∼ ΞΦ in virtue of arbitrary choice
of the constant δ and matrix •, which is what we set out to prove. Equivalence of (c) is proved
along the same lines.

It follows from the analysis of the equivalences (a)–(d) that the formula with the analytical
construction Φ is transformed identically into a formula without entries of the constants Δ, that
is, has the analytical construction Φ′:

Φ′ → X; Φ′ → ΞΦ′; Φ′ → (Φ′ ΘΦ′).

(2) Equivalences for the entry of the unary operations Ξ in the construction Φ′:
(a) ΞΞΦ′ ∼ ΞΦ′;
(b) Ξ(Φ′ΘΦ′) ∼ Φ′ ΘΦ′;
(c) ΞΦ′ΘΦ′ ∼ Φ′ΘΦ′;

50 By equivalence of two rows is meant here the equality of the sets of formulas derived from them using the grammar
productions with allowance for the possible identical transformations of these formulas.
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(d) Φ′ΘΞΦ′ ∼ Φ′ΘΦ′;
(e) ΞΦ′ΘΞΦ′ ∼ Φ′ΘΦ′.

We prove equivalence (c). Let the operations Ξ and Θ be defined by the vector ¬ and the
matrix •. We carry out the identical transformations ¬Φ′ •Φ′ by copying the rows of the matrix •
to the matrix of the new operation ◦ in the order defined by the elements of the ¬ . As the result
of such transformations, we obtain ¬Φ′ • Φ′ = Φ′ ◦ Φ′ and ΞΦ′ΘΦ′ ∼ Φ′ΘΦ′. The rest of the
equivalences are proved along the same lines.

It follows from the analysis of the equivalences (a)–(e) that the formula with analytical con-
struction from subitem (1) is transformed identically into the formula with construction Φ′′:

Φ′′ → X; Φ′′ → (Φ′′ ΘΦ′′).

Identification of Φ′′ and K provides (11), which proves item (A).

(B) Each of the above identical transformations does not increase the formula length. Con-
sequently, the resulting formula has a length shorter than or equal to the length of the initial
formula. �

Proof of Theorem 2. To prove the theorem, it suffices to demonstrate that the grammars
differing in the sets of productions Ψ → X | (ΨΘΨ) and Ψ → X | (XΘΨ) | ((XΘΨ)ΘΨ) generate
the same formulas. The proof is done by induction on the number of operations Θ in the formula.
First, we notice that in both grammars there exists a single production Ψ → X generating the
terminal entry of the variable and the application of any other production can increase by 1 the
number of formula operations in the first grammar and by 2 in the second grammar. Consequently,
the inductive reasoning must be done for two successive values of the numbers of operations n in
the formula.

We directly make sure that the sets of formulas generated by the grammars are {X} for n = 0,
{(XΘX)} for n = 1, and {((XΘX)ΘX), (XΘ (XΘX))} for n = 2.

Let the sets of formulas of two these grammars be equal for some n. We prove that these sets
are equal also for n + 1 and n + 2. For n + 1, at the last step the first grammar needs instead of
the substitution Ψ → X the single possible sequence of substitutions Ψ → (ΨΘΨ) → (XΘΨ) →
(XΘX). In the second grammar, we use Ψ → (XΘΨ) → (XΘX) instead of Ψ → X.

For n+2, in the first grammar at the last step of inference we make one of the following feasible
substitutions:

Ψ → (ΨΘΨ) → ((ΨΘΨ)ΘΨ) → . . .→ ((XΘX)ΘX);

Ψ → (ΨΘΨ) → (ΨΘ(ΨΘΨ)) → . . .→ (XΘ(XΘX)),

and in the second grammar we use

Ψ → ((XΘΨ)ΘΨ) → . . . → ((XΘX)ΘX);

Ψ → (XΘΨ) → (XΘ (XΘΨ)) → (XΘ(XΘX)).

The performed inductive transition proves the theorem. �
Proof of Theorem 4. It follows from the construction that the equality F(λ) = F̃(λ̃), where

F̃ and λ̃ are, respectively, the vectors of functions and values of the variable as determined using
Procedure 4 with a certain permutation of variable S, is satisfied for any vector of values of the
variables λ. The equality F(λ) = F̃(λ̃) is interpreted here as that of the elements of the vectors
F and F̃ obtained for arbitrary but corresponding to each other vectors of values of the variable
λ and λ̃, that is, for identical values of the variable but different orders of their arrangements
in the vectors λ and λ̃. Whence it follows that the representations [F K X] and [F̃ K̃ X̃] are
equivalent. �
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Proof of Theorem 5. We represent without loss of generality X = [x0 x1 . . . xn−2 xn−1] as
[X ′ xn−1], where X

′ is a new variable replacing the variables x0, x1, . . . , xn−2 and having the
significance K ′ = k0k1 . . . kn−2. Then, according to (14) we obtain pst = fq for the elements pst of
the matrix of operation ⊗, where q is the subscript of an element from the vector of values of the
function (q = s +K ′t), s is the subscript of the row of this element in the matrix ⊗ equal to the
value of the variable X ′ (s = 0, K ′ − 1), and t is the subscript of its column equal to the value of
the variable xn (t = 0, kn − 1).

Whence it follows that any permutation S not affecting the variable xn changes (permutes)
the rows of elements without changing their columns. This fact implies that the number of row
equivalence classes is independent of the considered set of permutations, which is what we set out
to prove. �

Proof of Theorem 6. Indeed, the groupoid [Nk ⊕] whose operation matrix consists of the rows
equal to the permutations of the elements of the set Nk is constructed at step (2) of Procedure 6.
Then, all elements of the setNk occur in each row of the operation matrix. Consequently, no matter
what is the left operand a (index of the row of the operation matrix), there is always exactly one
column (right operand b) containing any preassigned value of the operation c (element of row a),
which proves statement (a) of the theorem.

However, there exists a set of operations corresponding to the permutations of the elements
of the set Nk among which an operation is selected at step (2) of Procedure 6 such that it has
smaller values for more frequently appearing pairs of operands and greater values for more rare
ones. Consequently, the vector composed of the numbers of entries of the elements Nk in the
resulting vector is monotone nonincreasing, which proves statement (b). �

Proof of Theorem 7. Let the significances of all operations in (15) be equal to k. Then, the
length of the function vector represented by the formula Ψ is kn, and by the formulas Ψi (i = 1, t),
kn−1. We calculate the number of functions Nt of n variables expressed by formula (15) for various t.

For t = 1, the formula has the form Ψ → (X1 ⊗1 Ψ1), the operation ⊗1 consists of k rows of
length k, and the matrix of the function Ψ, of kn−1 rows of length k. Then the number of functions
expressed by formulas like (X1 ⊗1Ψ1) is equal to the number of the variants of compositions of the
matrix Ψ of k rows belonging to the operation matrix ⊗1 or

kk
n−1 −N0, (A.1)

where N0 = k + n(kk − k) is the initial condition or the number of functions expressed by simple
formulas like Δ, X, and ΞX.51

For t = 2, the formula is given by Ψ →((X1 ⊗1 Ψ1) ⊕1 (X2 ⊗2 Ψ2)), and together with the
operation ⊕1 the operations ⊗1 and ⊗2 generate k2 different rows from which one can compile the
matrix of the function Ψ. Then, the number of functions expressed by such formulas is as follows:

(k2)k
n−1 −N1,

with the exception of the functions N1 expressed by the formulas like (X1 ⊗1 Ψ1).

By continuing in this way, we obtain for any t > 1 that

Nt = ktk
n−1 −Nt−1.

51 The number of simple formulas may be established as follows. There are exactly k (the number of constants)
formulas Δ. The formula X is a special case of the formulas ΞX whose number in each variable is kk − k (the
number of nonconstant vectors of length k).
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The maximal number of identification steps tmax is determined from the condition of expression by
a formula like (15) of all complex functions whose number is kk

n −N0:

tmax∑
t=1

Nt = kk
n −N0,

whence we obtain tmaxk
n−1 ≤ kn and tmax ≤ k.

Convergence of the procedure of analytical identification follows from the obtained estimate tmax.
However, the permutations of variables in Procedure 5 were disregarded at derivation of this esti-
mate.

To allow for the impact of the permutations of variables, we consider a formula like Ψ →
(X1 ⊗1 Ψ1) and seek the number of functions expressed by it in the following form:

k̃k
n−1 −N0, (A.2)

where k̃ is some expression, k̃ > k.52 It follows from the description of Procedure 5 that each shift of
variables takes out by turn one variable from the set of variables of the formula Ψ1 and substitutes
it by another variable. Then, the effect obtained by shifting the variables is representable as a
fictitious dependency of the formula Ψ1 on n− 2, and not on n− 1, variables with retention of the
length of the vector of the function which it expresses, that is, k̃n−2 = kn−1. As the result:

k̃ =
n−2
√
kn−1 = k

n−1
n−2 , N1 = k

n−1
n−2

kn−1 −N0.

By repeating the same reasoning for the rest of the identification steps, we get the desired
formula:

tmax =
n− 2

n− 1
k. �

Proof of Theorem 8. The next recurrent equation follows from the structure of formula (15)
and expression (16):

Ln(k) =
n− 2

n− 1
k (Ln−1(k) + 2)− 1.53 (A.3)

As can be seen from (15), at each step of identification two binary operations and the subformula Ψi

of length Ln−1(k) are determined. Since there are at most tmax such steps, Ln(k) is equal to
tmax(Ln−1(k) + 2)− 1, where consideration is given to the operations ⊗ and ⊕ calculated at each
step, except for one operation ⊕ which is not calculated at the last step. Substitution for tmax of
its value from (16) provides Eq. (A.3).

From the evident initial condition L2 = 1 from (A.3) we establish that

Ln(k) =
1

k(n − 1)

(
2kn−1 +

n−1∑
i=2

(i− 1)kn−i

)
− 1,

whence the desired estimate (17) for Ln(k) is derived directly. �
52 It may turn out that the number of complex functions expressed by the formula Ψ1 cannot exceed (A.1). However,

one has to take into consideration that the permutations of variables enable one to generate a set of different
vectors for the same function, which is expressed as a matter of fact by formula (A.2).

53 If a fractional number of operations is obtained as the result of calculating formula (A.3), it should be interpreted
as the mean number of operations required to identify complex functions.
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